Explanation of Sample R code
January 10 2015

To accompany the article:
Genetic variation, simplicity and evolutionary constraints for function-valued traits
by Joel G. Kingsolver, Nancy Heckman, Jonathan Zhang, Patrick A Carter, Jennifer L Knies, John Stinchcombe and Karin Meyer

In accompanying files, we provide R code to show the reader how to assess variability in estimate that depend on an estimated covariance matrix.  We use the data set of growth curves for Tribolium casteneum beetles (Irwin and Carter, 2013).   The data set and analyses are described in the article and in Appendix B of Kingsolver et al.

We have written the code for transparency and modularity, rather than for the greatest efficiency.   Files provided are:
· utility.txt:  R code with utility functions
· main.txt:  main R code for the examples
· G-estimates:  estimated genetic covariance matrix: upper triangle elements in vector form
· G-VCVmatrix-half:  inverse Fisher Information matrix for G-estimates in vector form
Required data input

For analyzing other estimated covariance matrices, the reader must supply:  a covariance matrix estimate (as in the file G-estimates) and the estimated variances/covariances of that estimate (as in the file G-VCVmatrix-half).  The provided files G-estimates and G-VCVmatrix-half were produced by Wombat.
 
A symmetric matrix, such as a covariance matrix, can be provided “in full” or as a vector of the elements in the upper triangle (including the diagonal elements), read row-wise.  Our form of the input of the estimated covariance matrix is as the vector containing the upper triangle elements.  In our example, the estimated genetic covariance matrix is 6 by 6, so there are 6(6+1)/2=21 elements in the upper triangle of the matrix.   This vector of 21 parameter estimates has a 21 by 21 variance/covariance matrix, which we estimate by the inverse of the Fisher Information matrix.  Fisher Information (Lynch and Walsh, 1998, Appendix 4) provides a valid measure of variability in parameter estimates under certain conditions – most importantly, that the number of independent sampling units is large and the true parameters aren’t at the boundary of the possible parameter set.  We input this 21 by 21 covariance matrix in its vector form, as a vector of length 21(21+1)/2 = 231.  
Useful utility functions in utility.txt

This file contains two utility functions.

· CompleteSymmetricMatrix(ghat.vec):  takes the vector ghat.vec and outputs the corresponding symmetric matrix whose upper triangular elements are equal to ghat.vec.
· corr.mat(cov.mat): takes a covariance matrix and outputs the corresponding correlation matrix.
Output of Rcode in main.txt

We generate 10,000 G matrices, as described in Appendix B on Variability.   We consider two examples.
Example 1

Here we assess the variability of the first principal component of the estimated G matrix.  Specifically, we assess the variability in the percent of variance explained by the first principal component and we assess the variability in the shape of the first principal component.

The percent of variance explained by the first principal component is 77.3%.  We simulate 10,000 G matrices, calculate 10,000 percents of variance explained by the first principal components and then calculate the standard deviation of these 10,000 percents.  This standard deviation, which is equal to 5.6%, serves as our standard error.  Figure 1 contains a boxplot of the 10,000 percents.  The large red star in the middle is 77.3%.  The two smaller stars are at 77.3% +/- 2 x 5.6%.  

The two plots of Figure 2 contain 100 of the 10,000 first principal components (plotting all 10,000 first principal components obscures the plot).  The heavy line is the first principal component of the estimated G matrix.   Note that the first principal component is uniquely defined, up to a multiple of plus or minus 1.  The plot on the left shows the principal components produced by R.  The plot on the right is gotten from the plot on the left by making sure that all of the loadings “point in the same direction”, that is, by multiplying some principal components by -1. 
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Figure 1
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Figure 2

Example 2

When we use the full simplicity basis, we can easily calculate an estimate of the correlation between any two simplicity scores, as described in Appendix B of Kingsolver et al.   Here we consider the correlation between the first and second simplicity scores.

Our estimate of this correlation is  0.86.  To find the standard error, we calculate 10,000 correlation estimates, one for each of our 10,000 simulated G matrices.  Our standard error is the standard deviation of the 10,000 estimates and is equal to 0.05.  Figure 3 is analogous to Figure 1:  Figure 3 contains a boxplot of the 10,000 correlations.  The large red star in the middle is 0.086.  The two smaller stars are at 0.086 +/- 2 x 0.05.  
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Figure 3
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