Appendix S2.  Ecological niche modeling 

We visualized the geographic distribution of suitable climatic conditions for S. jarrovii across the current range of the species in southeastern Arizona using ecological niche modeling (or species distribution modeling). We also performed similar analyses for the Last Glacial Maximum (LGM). This methodology uses climatic data associated with occurrence records to estimate suitable conditions across the landscape by means of various algorithms (summarized in Elith et al., 2006). For occurrence data, we used occurrence records from the VertNet database (vertnet.org), supplemented by localities from our field surveys (Datasets S1, S2). All records from Vertnet were visually inspected for errors and erroneous coordinates were removed. The final, combined set of localities included 195 usable occurrence records (Dataset S3). We then filtered the occurrence records using the R package spThin (Aiello-Lammens, Boria, Radosavljevic, Vilela, & Anderson, 2015) to only include one unique occurrence record per 5 km. This filtering should alleviate potential bias caused by unequal sampling effort across different locations (Merow, Smith, & Silander, 2013). Filtering yielded a total of 43 unique localities (Dataset S4).
We obtained climatic data for niche modeling (and other analyses) using two datasets that were each analyzed separately. First, we used 19 bioclimatic variables with a resolution of 30 seconds (~1 km) from the WorldClim dataset, version 1.4 (Hijmans et al., 2005). Second, we used 24 bioclimatic variables from the ClimateWNA dataset with the same spatial resolution (Wang et al., 2012; Hamann, Wang, Spittlehouse, & Murdock, 2013). We estimated the spatial distribution of suitable climatic conditions for S. jarrovii during the LGM using two simulation models of the LGM climate. First, we used the community-climate-system-model (CCSM version 3; Otto-Bliesner et al., 2006) with a resolution of 1°. Second, we used the model-for-interdisciplinary-research-on-climate (MIROC version 3.2; Sugiyama, Shiogama, & Emori, 2010) with an original spatial resolution of 1.4° X 0.5° (Braconnot et al., 2007). These original climatic variables have been downscaled to the spatial resolution of 2.5 minutes (under the assumption of high spatial autocorrelation) and converted to bioclimatic variables (Hijmans et al., 2005; Peterson & Nyári, 2008). These two models both indicate colder and wetter climate in the region during the LGM. However, the CCSM model predicts lower values across temperature variables whereas MIROC model predicts higher values across precipitation variables (see Jezkova et al., 2016).
We constructed climatic niche models for each climatic dataset separately in the program Maxent version 3.3.3k (Phillips et al., 2006) using the R packages ENMeval (Muscarella et al., 2014) and dismo (Hijmans, Phillips, Leathwick, & Elith, 2015). Maxent estimates relative probabilities of the presence of species within defined geographic spaces, with high probabilities indicating suitable environmental conditions (Phillips et al., 2006; Phillips & Dudík, 2008). We used 1000 background points randomly extracted from a polygon drawn around the occurrence records and expanded by 2 degrees in all directions. This selection of background points was chosen to exclude distant areas with very different environmental conditions, following recommendations by Merow et al. (2013). Note that we did not simply use the absence localities for S. jarrovii from our elevational transects (i.e. localities with S. clarkii but not S. jarrovii), since these transects were exclusively within mountain ranges and did not include points in the lowlands between mountain ranges. The absence of S. jarrovii in the lowlands between ranges was a crucial part of the Sky Island distribution pattern that we wanted to explain. 
In order to find the best-fitting Maxent model for each climatic dataset, we explored values for the regularization multiplier (rm) between 0.5 and 4 (in increments of 0.5) and all combinations of available features (i.e. linear, quadratic, product, threshold, and hinge). We ran random 3-fold cross-validation replicates to choose a model with the best fit, as assessed by the lowest AICc value. We used the area-under-the-curve (AUC) to evaluate the performance of the best-fitting models. The AUC is the standard measure for the performance of niche models, and is the probability that a randomly chosen presence site will be ranked above a randomly chosen absence site. Models with AUC values above 0.75 are considered informative (Phillips & Dudík, 2008). Values for all models for all datasets are given in Dataset S5.
The best-fitting models for each dataset used linear, quadratic, product, and hinge features, with an rm value of 3 (for the WorldClim dataset) and 2.5 (for the ClimateWNA dataset; Dataset S5). The AUC values for the best-fit models were 0.96 for the WorldClim model and 0.92 for the ClimateWNA model (Dataset S5). The best-fitting models for each climatic dataset were projected onto maps of present-day climatic conditions and the WorldClim model was also projected onto the two reconstructions of the LGM climate (with the extrapolation beyond training conditions enabled). These results are shown in Figure 2 in the main text. All models were visualized using logistic probability values on a continuous scale (following Merow et al., 2013). The models of present-day conditions were also visualized as binary maps (i.e. converting the logistic probabilities to climatically suitable versus unsuitable areas). We used the equal-training-sensitivity-and-specificity logistic threshold to derive the binary map, as this threshold has been suggested by other studies (e.g., Cao et al., 2013). 
We also assessed which climatic variables were most likely to be limiting the distribution of S. jarrovii by inspecting the permutation importance of each variable in each climatic dataset (i.e. Wordclim and ClimateWNA). The permutation importance is calculated from the Maxent model by randomly permuting training presence and pseudo-absence data and estimating which variables the model is most dependent on. This standard approach has been empirically tested and supported by Searcy & Shaffer (2016). For the climatic niche models of S. jarrovii estimated using WordClim variables, the most important variables were mean diurnal temperature range (permutation importance=37%; Bio2), mean temperature of the coldest quarter (35%; Bio11), isothermality (10%; Bio3), mean temperature of the driest quarter (6%; Bio9), temperature seasonality (5%; Bio4), annual precipitation (2%; Bio12), precipitation seasonality (2%; Bio15), and precipitation of the driest month (1%; Bio14). All other variables had a value of zero for their importance. For the model using the preferred ClimateWNA dataset, the most important variables were the number of days below 0°C (43%; DD.0), Hargreave’s climatic moisture index (37%; CMD), total precipitation for a given month (14%; PPT), and mean annual precipitation (6%; MAP). All other variables had zero values for their importance.
[bookmark: _GoBack]Machine-learning algorithms such as Maxent have been demonstrated to be robust to correlation among variables (Elith et al., 2011). Nevertheless, we built two sets of additional models to explore the impact of correlation among climatic variables. First, we removed highly correlated variables by selecting a subset of variables with pairwise correlation coefficients less than |0.9| (Dataset S6). When one of two correlated variables needed to be removed, we selected seasonal averages over monthly and yearly averages. The resulting models included 7 variables for each climatic dataset. For the WorldClim model, we used isothermality (Bio3), temperature annual range (Bio7), mean temperature of the coldest quarter (Bio11), precipitation of the driest month (Bio14), precipitation seasonality (Bio15), precipitation of the wettest quarter (Bio16), and precipitation of the coldest quarter (Bio19). For the ClimateWNA model, we used Hargreaves climatic moisture deficit (CMD), degree-days above 5°C (DD5), extreme minimum temperature (EMT), Hargreaves reference evaporation (Eref), mean annual precipitation (MAP), precipitation as snow (PAS), and continentality (TD). The AUC values for the best-fit models were 0.96 for the WorldClim data and 0.94 for the ClimateWNA data (Dataset S5). The maps for present-day environmental conditions are shown in Appendix S2, Fig. 1. These were almost identical to those that included all variables for each dataset (Fig. 2).
Second, we built models using only variables that were identified as having non-zero values for their importance based on the permutation-importance testing (see above). These included eight variables for the Wordclim dataset and four for the ClimateWNA dataset. From these sets of eight and four variables, we removed variables that were highly correlated (as described above). The result which resulted in six variables for the Wordclim dataset (Bio2, Bio3, Bio11, Bio12, Bio14, and Bio15) and three variables for the ClimateWNA dataset (DD_0, CMD, and MAP). The AUC values for the best-fitting models were 0.96 for the WorldClim dataset and 0.94 for the ClimateWNA dataset (Dataset S5). The maps of suitable habitat for present-day environmental conditions based on these models are shown in Appendix S2, Fig. 2. Again, these were almost identical to those that included all variables for each dataset (Fig. 2) and those that included only the uncorrelated variables (Appendix S2, Fig. 1).
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APPENDIX S2, FIGURE 1  Visualization of habitat suitability for Sceloporus jarrovii in southeastern Arizona based on climatic niche models with strongly correlated variables removed. Blue dots indicate localities used to build the models. Models for current climate were built using Maxent and the WordClim (A,B) and ClimateWNA (C,D) climatic datasets. Seven variables were used to built each model after removing highly correlated variables. The models were visualized using logistic probability values (A,C) and converted to presence-absence maps (B,D) using the equal training sensitivity and specificity threshold (green indicating suitability).
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APPENDIX S2, FIGURE 2  Visualization of habitat suitability for Sceloporus jarrovii in southeastern Arizona based on climatic niche models including only variables selected by permutation-importance testing and with strongly correlated variables removed. Blue dots indicate localities used to build the models. Models for current climate were built using Maxent, with six variables from the WordClim (A,B) and three variables from the ClimateWNA (C,D) climatic datasets. The models were visualized using logistic probability values (A,C) and converted to presence-absence maps (B,D) using the equal training sensitivity and specificity threshold (green indicating suitability).
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