
Appendix S3. Methods for RADseq data

Double-digest RAD library preparation and sequencing 
For newly collected samples, we extracted DNA from tail tips using a paramagnetic bead protocol (M. Fujita, pers. comm.). We prepared "Serapure" beads for the paramagnetic bead protocol and subsequent bead clean-up steps, following the protocol of Faircloth & Glenn (2014), modified from Rohland & Reich (2012). We prepared double-digest RADseq (ddRADseq) libraries following the protocol of Peterson et al. (2012) with only slight modifications. We used entry DNA amounts of 250–500 ng per sample. We used the enzymes SbfI (5'-CCTGCA*GG -3') and MspI (5'-C*CGG-3', New England Biolabs) for digestion of genomic DNA (gDNA). We then ligated adapters to the digested gDNA using T4 DNA Ligase (NEB). We selected these enzymes given that they have been used successfully in previous RADseq studies of phrynosomatid lizards (Leaché et al. 2015a), and given the presumed genome size of Sceloporus (C-value=2.36–2.73; De Smet, 1981; Olmo, 1981). We uniquely labeled individuals using combinatorial barcoding, with one barcode sequence on the 5' end of the ligated adapter, and another on the 5' end of the PCR primer (added following size selection). A description of the barcoding scheme is found in Table S3. We size-selected pools of uniquely barcoded samples using a range of 450–550 bp using a Pippin Prep (Sage Science) and Marker A 1.5% agarose cartridges. We subsequently amplified these pools using 10 reactions of 12 cycles each, using NEB OneTaq master mix. Our PCR conditions differed somewhat from those of Peterson et al. (2012); each reaction consisted of 4 μl template DNA, 10 μl master mix, 1 μl of each primer, and 4 μl H20. We quantified PCR pools with an Agilent 2100 Bioanalyzer and DNA 7500 Chip, and used these concentrations to make a final pool containing equimolar ratios of each PCR pool. We sent this final pool for sequencing at the DNASU Arizona State University Genomics Core facility using an Illumina NextSeq and paired-end 150 cycle sequencing. 

Demultiplexing and PCR clone filtering
Data were demultiplexed using PCR primer barcodes into pools of 10 samples each. We used the clone_filter function in Stacks (Catchen, Hohenlohe, Bassham, Amores, & Cresko, 2013) to remove PCR duplicates, aided by eight-base long unique molecular identifiers contained on the 5' end of the adapters. We then demultiplexed paired-end reads for each pool by 5' adapter barcode using the process_radtags function, filtering reads with ambiguous or missing cut-sites and/or barcode sequences. Raw reads will be made available via the NCBI short-read archive upon acceptance. 

Bioinformatic Pipeline
We used dDocent v2.24 (Puritz, Hollenbeck, & Gold, 2014), a bash pipeline designed for ddRAD data, to (1) quality-filter reads and trim adapter sequence using Trimmomatic v0.33 (Bolger, Lohse, & Usadel, 2014); (2) produce a de-novo assembly using rainbow v2.04 (Chong, Ruan, & Wu, 2012) and CD-hit v4.6 (Li & Godzik, 2006; Fu, Niu, Zhu, Wu, & Li, 2012); (3) map reads to the reference using BWA v0.7.15 (Li & Durbin, 2009); and (4) call variants using freebayes v1.0.2 (Garrison & Marth, 2014). All bioinformatic steps were completed on the University of Arizona High-Performance Computing cluster. Before running any other steps of the dDocent pipeline, we first ran the quality-filtering step on all demultiplexed data, retaining these files for use in all subsequent dDocent runs. 

De-novo reference assembly and read-mapping
To optimize de-novo reference assembly, we selected a single representative from each mountain range, and one outgroup taxon, on the basis of read counts (a total of 20 samples, Table S3). We then executed two scripts for reference optimization on this set of 20 taxa: ReferenceOpt.sh and RefMapOpt.sh. These scripts were made available by dDocent author J. Puritz. Archived versions of these scripts are available at <https://github.com/SheaML/jarrovii_ddRAD> and their respective output files are available as Supplemental Files S1 and S2. These scripts allow for evaluation of key parameters for reference assembly, namely the clustering similarity threshold, minimum number of reads within an individual (hereafter "k1"), and minimum number of individuals within a locus (hereafter "k2"). Based on the output of ReferenceOpt.sh, we selected a clustering similarity threshold of 90% as it represented the inflection point in the number of retained contigs across all k1 and k2 values examined (ranging from 3–10 for both), likely representing the threshold beyond which clusters of loci are broken up into clusters of alleles (J. Puritz, pers. comm.). The next script, RefMapOpt.sh, creates references across a range of k1 and k2 thresholds, and maps reads back to them, collating the total number of reads mapped and the number mapped to a mismatching contig. We ran RefMapOpt.sh using a 90% clustering percentage, across a range of values for both k1 and k2 of 3–10. We selected a k1 value of 10 and a k2 value of 6 as this combination of values minimized the proportion of improperly mapped reads. We generated the final reference using these optimized parameters (clustering similarity=90%; k1=10; k2=6), resulting in a total of 3088 retained contigs. 
	For read mapping, we reduced the mismatch score (B) and gap open penalty (O) parameters of BWA by 1 from their default values; from 4 to 3 and 6 to 5 respectively, and left the match score (A) at the default value of 1. We found that these adjustments resulted in a higher number of reads successfully mapped relative to default settings. Following read-mapping, we called variants with freebayes, using a population-informed model, with mountain ranges (or species, in the case of outgroup taxa) used to define populations (Table S3). 

Variant filtering and haplotyping
We filtered variants from the TotalRawSNPs.vcf file using vcftools, with the goal of minimizing genotyping errors while retaining phylogenetically informative loci. We first removed variants that were called in low-complexity regions or possible repetitive elements. We first identified these regions using the web-version of RepeatMasker (Smit, Hubley, & Green, 2013), reformatted the RepeatMasker output as a .bed file, and excluded all variants from these regions using the “--exclude-bed” option of vcftools. We then filtered sites by quality score, choosing a minimum quality of 30 (Phred +33) using the minQ flag. We then changed any genotype with less than three reads to missing data using the minDP flag. We then removed any individuals of S. jarrovii from southeastern Arizona that had missing data at >40% of the retained sites. Information on the percentage of missing sites was obtained using the missing_indv flag (removed samples are indicated in Table S3). We then enforced an 80% completeness threshold across sites (i.e. removing any sites missing data for 20% or more of the remaining individuals). Next, we applied a series of filters recommended by the dDocent variant filtering tutorial (http://ddocent.com/filtering/) to remove sites that are likely to encode spurious genotypes. We executed these filters, several of which rely on vcflib (https://github.com/ekg/vcflib), using a modified version of the dDocent_filters script provided in the tutorial. These filters are described and justified in more detail in the Supplemental Information of Puritz et al. (2016). To briefly summarize here, expected patterns (given ddRAD library preparation) are cross-checked for a series of metrics, including allele balance, reference and alternate allele-mapping qualities, read-pair status, and read-overlap. Loci and/or sites that fall outside of these expectations are removed. An additional set of filters uses the ratio of locus quality score and depth, based on the observations of Li (2014). Finally, loci with exceptionally high mean coverage (>700x in our case) were removed, as they may represent multi-copy loci. An archived copy of the dDocent_filters script we used is available as Supplemental File S3. 
	Finally, we used the perl script rad_haplotyper v1.1.5 (Willis, Hollenbeck, Puritz, Portnoy, & Gold, 2017) to further filter sites and obtain haplotypes for linked SNPs, including flanking invariant sites. This script compares samples of mapped reads from individuals to reference RAD loci, and attempts to bin the reads into up to 2 haplotypes, phased across paired-end reads. 
We found this script useful for several reasons. First, invariant sites are important to retain, as a recent study showed that SNP-only alignments produce inaccurate branch lengths, and currently available corrections for ascertainment bias provide only a partial remedy (Bertels, Silander, Pachkov, Rainey, van Nimwegen, 2014; Leaché, Banbury, Felsenstein, Nieto Montes de Oca, & Stamatakis, 2015b). Second, using unphased heterozygotes may negatively influence branch-length and divergence-time estimation, since these are treated as missing data by most phylogenetic software packages (Lischer, Excoffier, & Heckel, 2014; see section below on “Phylogenetic analyses”). Finally, the script also includes a filter for potentially paralogous loci, those for which more than two potential haplotypes are identified within an individual. We found this filter particularly useful in identifying putatively cross-contaminated samples (see section below on “Cross-contaminated sample removal”). We specified rad_haplotyper to remove any loci for which potential paralogy was detected in more than 10 individuals, or for which haplotypes could not be recovered in at least 50% of the individuals, with all other parameters left to default values. 
	We converted the IMa2-format output file of rad_haplotyper, which contains two haplotypes at each locus for each individual, to phylip format using PGDSpider v2.1.1 (Lischer & Excoffier, 2012). We then used bash and publicly-available perl scripts to obtain unphased (consensus) sequences for each individual, with heterozygous sites coded as IUPAC ambiguities. Copies of all bash code and perl scripts used are available at <https://github.com/SheaML/jarrovii_ddRAD>.

Cross-contaminated sample removal
Preliminary phylogenetic analyses revealed one sample with an unexpected phylogenetic placement (Galiuros_JJW2423). Specifically, this sample was often recovered as the sister group to large clades encompassing multiple mountain ranges. This surprising result led us to investigate the heterozygosity of this sample. We hypothesized that, when treated as missing data, heterozygotes at a large number of sites with otherwise fixed, geographically informative differences might produce such a result. We estimated the inbreeding coefficient, F, for individuals from the Galiuro mountains using the het function of vcftools and the .vcf file output of rad_haplotyper. We found that this sample had an F-value less than -1, suggesting an extremely improbable level of outbreeding (Supplemental File S4). Furthermore, examining the ind_stats.out output file of rad_haplotyper, we found that this sample had by far the highest levels of inferred paralogous loci, more than four times as many as any other sample (Supplemental File S5). Based on these observations, we suspected that this sample was likely cross-contaminated with DNA from other sample(s) at a point prior to ligation barcoding. We therefore removed this sample from the alignment prior to final phylogenetic analyses. 

Outgroup taxa
In addition to individuals of Sceloporus jarrovii from southeastern Arizona, we included taxa from additional populations and species to root the tree. In two recent phylogenetic studies of phrynosomatid lizards (Wiens et al., 2013; Leaché et al., 2016), Sceloporus jarrovii is recovered as the sister group to a clade containing S. bulleri (for which we lack samples), S. insignis, and S. torquatus. In the primary analyses, we included individuals of S. insignis and S. torquatus as outgroups. We also included S. megalepidurus as more distant outgroup to these taxa to root the overall tree. We also included two individuals of S. jarrovii from near the southern part of the species range in the Mexican state of Zacatecas in the southern Sierra Madre Occidental. These should provide a better root for the phylogeny of populations in Arizona than individuals of other species. At the same time, we recognize that there are many other populations of S. jarrovii in Mexico, including many that are much closer (geographically and presumably phylogenetically) to those in Arizona. However, we lacked samples for these populations, and our goal here was not to conduct range-wide phylogeography of S. jarrovii. Note that if we included geographically more proximate samples from Mexico, it seems unlikely that they would overturn our main conclusions about the age and monophyly of populations in different mountain ranges in Arizona (i.e. given that almost all mountain ranges are monophyletic in Arizona, it seems unlikely that individuals in the same mountain range would prove to be non-monophyletic with respect to more distant populations in Mexico). It is also possible that some clades associated with elevated ridges might prove to be non-monophyletic after including more samples from adjacent mountain ranges in Mexico. However, this would not necessarily overturn our conclusions, especially since some of these elevated ridges do extend into Mexico (e.g., that associated with the Huachucas, Patagonias, and associated mountain ranges).

Phylogenetic analyses 
We analyzed the unphased, concatenated alignment using the -f a flag in RAxML v.8.2.9 (Stamatakis, 2014). We ran 100 rapid bootstrap replicates and a full maximum-likelihood search, using the GTRCAT model of substitution. This analysis did not incorporate information from heterozygous sites. These were left as IUPAC ambiguity codes, which are treated as missing data by RAxML (and most standard programs for phylogenetic estimation). 
	Ignoring heterozygous states may adversely affect branch-length and divergence-time estimation for phylogenomic datasets, especially in closely related and/or highly heterozygous taxa (Lischer et al., 2014). With this in mind, we ran another analysis that incorporated information from phased haplotypes to estimate branch lengths. However, because the use of haplotypes alone can also create incongruent and/or biased tree topologies (Weisrock et al., 2012; Lischer et al., 2014), we used haplotype information for branch-length estimation only, favoring the unphased alignment for topological estimation in all cases. Furthermore, the effect of including heterozygous sites is still poorly explored. Given the expectation that (all other things being equal) heterozygous sites will contain more genotyping errors than homozygous sites (Harismendy et al., 2009; Nothnagel et al., 2011) we treated this approach as a supplemental analysis. We present results from the standard analysis (ignoring heterozygotes) in the main text. 
	To incorporate phased haplotype information, we used a bash script (available at https://github.com/SheaML/jarrovii_ddRAD) to randomly sample one haplotype per individual per locus from the phylip file obtained using PGDSpider, repeating this sampling 10 times to create a set of 10 resampled haplotype alignments. We then estimated branch lengths with the GTRCAT model in RAxML using each of these 10 resampled haplotype alignments while keeping the topology fixed to the maximum-likelihood estimate from the unphased analysis, using the -f e flag. To summarize the variance in branch lengths among the 10 replicates, we used the consensus.edges function of phytools (Revell, 2012) in R v3.3.2 (R Core Team, 2016) to obtain mean branch lengths, and used these mean branch lengths for estimation of divergence times.   
	We estimated divergence times using treePL v1.0 (Smith & O'Meara, 2012), which uses penalized likelihood (Sanderson, 2002) to "smooth" rate heterogeneity and create an ultrametric phylogeny. Before executing treePL, we rooted the tree using S. megalepidurus and then pruned it from the tree, making the new root node the most recent common ancestor of S. jarrovii, S. insignis, and S. torquatus. We fixed the age of this root node in the treePL configuration file based on the divergence dates estimated in Leaché et al. (2016) and Wiens et al. (2013). Specifically, we took the average of the point-estimates for this node from Leaché et al. (2016; 8.51 Mya) and Wiens et al. (2013; 11.31 Mya), and used this mean value (9.95 Mya) as a fixed-point calibration for the root age. We chose the optimal smoothing parameter using the leave-one-out cross-validation procedure described in Sanderson (2002), comparing 6 smoothing values from 0.1 to 10000. The configuration files used to run treePL are available as Supplemental Files S6 and S8, and the results of cross-validation are provided as Supplemental Files S7 and S9. Note that we used only one calibration point, but using additional calibration points should have no impact: these calibration points can only address divergences among S. jarrovii and closely related species, whereas the divergence dates of interest here are among populations of S. jarrovii. Furthermore, our different analyses yield similar overall divergence times among these populations, even when very different sets of outgroup taxa are used (see below). 

Combined-batch analyses
We also incorporated an additional batch of ddRADseq data, containing 40 Sceloporus jarrovii and five more outgroup taxa, generated previously in the same lab using the same ddRAD protocol. The added outgroup taxa included five species in the phylogenetic neighborhood of Sceloporus jarrovii (i.e. S. dugesii, S. lineolateralis, S.macdougalli, S. mucronatus, S. poinsettii), based on previous phylogenetic analyses (e.g., Wiens et al., 2013; Leaché et al., 2016). We chose to include these data separately from the first analysis given that the library preparation was done at a different time and by different individuals. Furthermore, sequencing was performed at a different location (UT Southwestern Genomics Core) using a different sequencing platform (an Illumina HiSeq 2500) and shorter read lengths (100-cycle paired-end sequencing). These and other potential sources of error may produce batch effects in RADseq data (reviewed in Mastretta-Yanes et al., 2015), which could increase error in our topological and/or branch-length estimation. Nevertheless, we found that including data from this second batch yielded very similar results (with similar topology, support values, clade-age estimates; see below). Therefore, we present the data from the combined dataset in the main text.
Another advantage of this combined dataset is the inclusion of two individual replicates (i.e., aliquots of same DNA extraction included independently as part of both library preparations). These replicates allow for the calculation of mismatch error rates (defined below), which we used as a check on the efficacy of our variant filtering steps for removing sites with spurious genotypes. However, given only two replicates, our estimates of genotyping error could be inaccurate (Mastretta-Yanes et al., 2015). Additionally, simply minimizing the raw mismatch error rate may not be the ideal heuristic for our goal of maximizing phylogenetic resolution. For these reasons, we did not perform an exhaustive optimization of error rates. However, we did use the error rates to guide slight adjustments to the variant-filtering steps included in the dDocent_filters script, specifically in cases where both error rate and number of retained sites could be improved. We were also able to confirm that other variant filtering steps (e.g., filtering loci from low-complexity/repeat regions) had the intended effect of lowering error rate. We defined the mismatch-error rate as the pairwise distance between replicate sequences, ignoring sites where either sequence is missing data. We calculated these rates using the R package SNPRelate package (Zheng et al., 2012), using the snpgdsIBS function to create identity-by-state matrices for the replicate samples. 
We chose not to use the second-batch data in a de-novo reference assembly given that these data included no additional mountain ranges relative to the primary dataset, and had 50bp shorter read-lengths. Prior to read-mapping, we followed the same steps for demultiplexing, PCR clone removal, and quality filtering as described above for the primary data. We then mapped reads from the second-batch data to the same de-novo reference assembly used in the first analysis, with identical parameters. All subsequent steps for variant filtering were identical to the main analysis. Phylogenetic analyses were also identical. 
We removed one sample from the combined-batch dataset (Liz1001; Chiricahuas), after identifying it as possibly cross-contaminated using the same evidence as above for sample JJW2423 (Galiuros). This sample had an unexpected phylogenetic placement in preliminary analyses (i.e., sister to large clades), had a highly negative F-value (Supplemental File S10), and a high number of inferred paralogous loci (Supplemental File S11). We present the combined analysis without these two taxa in Figure S4, but also provide the results of an analysis with these samples included as Supplemental File S12. 

Alternative approaches
We recognize that there are many different approaches possible for analyzing RADseq data. However, concatenated maximum-likelihood analysis remains a standard method for estimating phylogeny from these data. A major advantage of this approach for our study is that a concatenated analysis using individuals as terminal units allowed us to simultaneously address the monophyly of individuals on each mountain range and the relationships among populations on different ranges. It was also straightforward to then use this same tree to estimate divergence times of populations. We recognize that species-tree approaches are generally preferable for inferring phylogeny (see discussion for RADseq data by Leache & Oaks, 2017). However, there were several potential barriers to applying such approaches here. Perhaps most importantly, the relationships of interest here are within a single species, not between species, making a “species-tree approach” inapplicable. A species-tree approach would also not address the monophyly of populations. In theory, we could have treated populations in different mountain ranges as different species. However, the short sequence lengths for individual loci would make it difficult to rigorously estimate gene trees to allow estimation of a species tree. At the same time, the large number of loci would also be problematic for some approaches. 
We also recognize that a plethora of potentially relevant approaches have been developed in the field of landscape genetics. However, only some are applicable to RADseq data. Furthermore, many would not address our questions of interest here (e.g., we are interested in whether Sceloporus jarrovii was present in the lowlands and why it is absent from these habitats currently, not whether genetic divergence among Madrean Sky Island populations is related to environmental divergence, as in Manthey & Moyle, 2015). Other approaches would be difficult to apply here because climatic data are not available for the relatively ancient timeframe during which these populations diverged. Finally, we note that an estimate of the phylogeny and divergence times among populations was necessary for many of the other analyses in our study (e.g., testing relationships between physiological and climatic data, estimating rates of niche change).

Results
For the primary ddRAD batch, the average retained read count after the quality-filtering step of dDocent was 800,021 per individual (range: 5,881–3,109,749; standard deviation: 690,711). Read counts for all 100 samples are found in Table S3. Our final alignment used for phylogenetic analysis included 5,489 variable sites, 90 individuals, and 1,683 ddRAD loci (481,104 total sites). The data matrix is available on Dryad as Datafile S1. The maximum-likelihood tree (including support values) is shown in Fig. S1 and is given in Newick format in Supplemental File S13. The time-calibrated tree is shown in Fig. S2 and is given in Newick format in Supplemental File S14. The tree is summarized (including mountain ranges, support values, and divergence dates) in Fig. S3.
[bookmark: _GoBack]	For the supplemental batch, read counts are found in Supplemental File S15 (range: 18,553–6,206,223; mean: 1,704,881; standard deviation: 1,175,796). The final combined-data alignment used for the combined, two-batch analysis included 4,491 variable sites from 131 individuals and 1,495 ddRAD loci (428,203 total sites). The data matrix is available on Dryad as Datafile S2. The maximum-likelihood tree (including support values) is shown in Fig. S4. The time-calibrated version of this tree (including mountain ranges and support values) is shown in Fig. S6 and summarized in Figure 4. It is given in Newick format in Supplemental File S16. Note that this analysis included two replicate individuals, which were removed from the final tree shown in the main text (Figure 4). 
	For the primary ddRAD batch, divergence dating with treePL, ignoring heterozygous sites, gives a crown age for all southern Arizona S. jarrovii populations of ~3.9 Mya, during the mid-Pliocene, and crown-group ages for the western and eastern clades of ~2.5 Mya each (Fig. S3). The maximum-likelihood tree with branch lengths estimated including heterozygotes, is given in Newick format in Supplemental File S17. The time-calibrated version of this tree is shown in Fig. S5 and given in Newick format in Supplemental File S18. The overall impact of including information on heterozygous sites for divergence dating was limited, particularly for the estimated dates of basal splits for southern Arizona S. jarrovii (Supplemental File S14). However, dates for terminal branches and other shallow nodes were noticeably older when incorporating heterozygous sites. In contrast, Lischer et al. (2014) found that including heterozygous sites yielded younger divergence dates, although their terminal taxa were more closely related and more heterozygous than ours. 
Using the error rates from our two individual replicates, we found that our variant filtering protocol indeed lowered error rates. Error rates calculated from the TotalRawSNPs.vcf file were ~2%, and were reduced to ~0.5% percent after all variant filtering steps (Supplemental File S19). We also confirmed that most errors retained after filtering were found at sites where one replicate was called as a heterozygote, and the other as a homozygote, implying that the inclusion of information from heterozygous sites may increase the overall error rate (Supplemental File S19). 
The topology recovered by the combined-batch analysis (Fig S4) was highly consistent with that from the single-batch analysis (Fig S1). Support was only slightly weaker and only for some relationships. Divergence dates from the combined-batch analysis (Fig. S6; Fig. 4) were very similar to those from the single-batch analysis (Fig. S2), but somewhat older than the estimates using the single-batch dataset (e.g. within ~0.5 million years, with differences becoming smaller in more recent clades). Incorporating heterozygotes into the divergence-dating analysis for combined-batch analysis yielded dates that were generally similar to the analysis without heterozygotes, but were somewhat older, especially for more recent clades (Fig. S7). The maximum likelihood tree from this analysis is given in Supplementary File S20, and the time-calibrated tree is given in Supplementary File S21.
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Supplemental File S7. Cross-validation results for the treePL analysis ignoring heterozygous sites. 

Supplemental File S8. Configuration file used to run treePL, incorporating information from heterozygous sites using the mean branch lengths estimated from the ten randomly resampled haplotype alignments. 
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Supplemental File S13. Maximum-likelihood tree and branch-lengths from the unphased alignment (single-batch data), used as input for time-calibration with treePL. This tree was re-rooted using S. megalepidurus, and S. megalepidurus was subsequently pruned, but is otherwise identical to Figure S2.
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